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The control of vocalization is critically dependent on auditory feed-
back. Here, we determined the human peri-Sylvian speech network
thatmediates feedback control of pitchusingdirect cortical recordings.
Subjects phonatedwhile a real-time signal processor briefly perturbed
their output pitch (speak condition). Subjects later heard the same
recordings of their auditory feedback (listen condition). In posterior
superior temporal gyrus, a proportion of sites had suppressed re-
sponses tonormal feedback,whereasother spatially independent sites
had enhanced responses to altered feedback. Behaviorally, speakers
compensated for perturbations by changing their pitch. Single-trial
analyses revealed that compensatory vocal changeswere predicted by
the magnitude of both auditory and subsequent ventral premotor
responses to perturbations. Furthermore, sites whose responses to
perturbation were enhanced in the speaking condition exhibited
stronger correlations with behavior. This sensorimotor cortical net-
work appears to underlie auditory feedback-based control of vocal
pitch in humans.

Afundamental question in neuroscience is how sensory feed-
back is integrated into the control of complex motor actions.

Auditory feedback in particular has been shown to affect the motor
control of speech. For example, speakers reflexively increase their
speech volume in noisy environments (1, 2). Furthermore, in
experiments that manipulate individual features of audio feedback
such as pitch (3–5), loudness (6, 7), formant frequencies (8, 9), and
frication energy (10), speakers make very specific adjustments in
vocal output to compensate for those changes. Such compensatory
behavior strongly suggests the existence of feedback error-de-
tection and -correction circuits in the speech motor control system.
Indeed, past neuroimaging studies have revealed a complex brain
network activated by auditory feedback manipulation (11–13), in-
cluding motor, premotor, and auditory cortical areas. However, the
neural mechanisms underlying vocal responses to auditory feed-
back remain poorly understood.
A parallel issue involves the effect of motor actions on sensory

responses. Recent experimental findings have demonstrated that
the act of speakingmodulates cortical responses to speech (14–19).
For example, speaking-induced suppression (SIS) is a specific case
of motor-induced suppression (20–22) in which auditory responses
to self-produced speech are suppressed (listening > speaking).
Self-vocalization also can enhance auditory responses to transient
perturbations in vocal pitch feedback (speaking > listening) (23),
a phenomenon called “speech perturbation-response enhance-
ment” (SPRE). However, the functional significance of auditory
modulations such as SIS and SPRE, and specifically their effect on
motor cortical activity and vocal behavior, remains unclear.
These phenomena have raised important questions about the

role of auditory feedback during speech. Principally, what roles are
played by the cortical areas found to be important for sensorimotor
control of vocalization? Does modulatory activity in these regions
have consequences for corrective modifications in vocal output?
Given that compensatory responses to perturbations rely on audi-
tory self-monitoring, we hypothesized that speech-driven auditory
cortical modulations such as SIS and SPRE underlie the corrective
vocal output.
To address these questions, we recorded directly from the

peri-Sylvian speech cortices in patients undergoing electrocorti-
cographic (ECoG) monitoring for seizure localization. These
recordings offer a unique spatial scale between single units and

extracranial field potentials. ECoG monitoring has the advan-
tage of simultaneous high spatial and temporal resolution as well
as the excellent signal-to-noise properties needed for single-trial
analyses. During neural recording, we used a digital signal-pro-
cessing device (DSP) to induce real-time pitch perturbations
while subjects vocalized a prolonged vowel /ɑ/ sound (Fig. 1).
The subject’s microphone signal was manipulated to create 200-
cent (two-semitone) upward or downward shifts in pitch (F0) and
was fed back to the subject’s earphones (speak condition). This
pitch-shifted audio feedback was recorded and later played back
to subjects (listen condition). We evaluated neural recording
sites for suppression and enhancement by comparing the neural
responses in the listen condition with those in the speak condi-
tion. We also correlated neural activity with the changes in vocal
output elicited by the pitch perturbation.

Results
Acoustic Pitch Perturbations Induce Highly Variable Degrees of Vocal
Compensation. The behavioral response to a brief pitch pertur-
bation in auditory feedback is shown in Fig. 1. In this single-trial
example, the DSP perturbed the subject’s vocal feedback by
abruptly lowering the pitch by 200 cents, as can be seen in the
narrow-band spectrogram of the acoustic recording at the ear-
phones (Fig. 1B). In this trial, ∼170 ms after the perturbation
onset, the pitch of the subject’s vocalization begins to deviate from
baseline, and by 400 ms it has increased by ∼100 cents. This in-
crease is seen readily in the pitch track in Fig. 1B, where the red
line corresponds to the pitch of the vocalization recorded at the
microphone, and the blue line corresponds to the shifted pitch
output heard at the earphones. As shown by the blue line, the
subject acts to cancel the pitch feedback shift partially; that is, the
response is compensatory.
Although, on average, all seven subjects displayed compensa-

tory (and not following) behavior, the response to perturbations
varied from trial to trial. A histogram of the compensation mag-
nitudes across trials for a single subject (Fig. 1C) shows highly
variable response magnitudes ranging from −25 to 60% com-
pensation (coefficient of variation = 1.41), with an average com-
pensation of 10.6%; the average compensation across subjects
was 10.8%, or 21.6 cents (one-sample t test, P < 0.001), in
agreement with previous studies of similar shift magnitude (3). In
some trials, no compensation or even negative compensation (i.e.,
following) was observed. We hypothesized that speaking-related
modulation (i.e., SIS and SPRE) could explain the behavioral
variability in compensation across trials.
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Cortical Neurophysiology During Pitch Perturbation of Vocalization.
We used time–frequency analyses (Hilbert transform) to extract
the high-γ component of the local field potential (50–150 Hz)
(19, 24, 25). This component has been found to correlate well
with neuronal spiking (26, 27) and to be a reliable indicator of
focal, event-related cortical activity; therefore we focused our
analysis on the high-γ band. Examination of all the electrodes
over the lateral hemisphere (Fig. 2A) revealed significant high-γ
activity in the peri-Sylvian sensorimotor network for vocalization.
Time–frequency spectrogram plots of the local field potential from
three representative auditory posterior temporal gyrus electrodes
(e21, e22, and e23) and one representative vocal motor precentral
gyrus electrode (e45) from an example subject are shown in Fig. 2
to illustrate varying response types. These spectrograms, averaged
across all trials, show strong evoked neural modulation in the high-
γ band as well as in lower α- and β-band frequencies (e.g., e23).
Furthermore, the high-γ responses, in contrast to the other bands,
demonstrated a clear temporal flow of phasic activation that dif-
fered between speaking and listening. (High-γ responses for rep-
resentative electrodes in all subjects are shown in Figs. S1 and S2.)

At the onset of vocalization (Fig. 2B), the ventral precentral
gyrus electrode showed activation preceding the vocalization,
consistent with anticipatory motor commands (e45; high-γ re-
sponses are at right). During the listen condition, a small activation
was observed in thismotor electrode following the onset, consistent
with a “mirror neuron” response (24, 28). Multiple auditory elec-
trodes showed activation increases after the onset, primarily over
the posterior superior temporal gyrus (pSTG; e21 and e22) and at
the temporal–parietal junction (e23) (29, 30). During the listen
condition, the response magnitude was largely identical across
these electrodes. In contrast, during the speak condition, we ob-
served heterogeneous response properties, with some electrodes
showing no change from the listen condition (e22) and others
showing substantially suppressed activity (e21). Electrodes showing
this suppressed activity were defined as “SIS” electrodes.
During the 400-ms pitch perturbation, heterogeneous re-

sponse types were observed in pSTG at different latencies and
amplitudes (Fig. 2C). e22 and e23 had low-latency, high-am-
plitude responses which showed significant enhancement dur-
ing the speak condition (compared with the listen condition).
These responses reflect an augmented sensitivity to unexpected
feedback while the subject was actively vocalizing. Electrodes
showing this enhanced activity were defined as SPRE electro-
des. Following this auditory response, increased high-γ activity
was observed in the motor electrode (e45) at ∼200 ms after the
perturbation onset. Additionally, a small increase in high-γ
activity was observed in the listen condition, consistent with
a mirror-neuron response to the speech audio.
These findings demonstrate the time course of cortical activa-

tion from the motor to auditory cortices at the onset of vocali-
zation and vice versa during the perturbation. The auditory cortex
shows bidirectional modulation of activity by speech onset (SIS)
and pitch perturbation (SPRE). Importantly, auditory electrodes
can show a strong SPRE effect with no SIS (as in e22), suggesting
separate mechanisms for the two types of auditory modulation.

Cortical Activity During Perturbation Predicts Compensatory Behavior.
To probe the behavioral implications of perturbation-related
neural activity, we used the trial-by-trial activity at each electrode
as a predictor of compensation. Fig. 3A is a raster plot showing
single-trial high-γ activity in the speak condition, time-aligned to
peak compensation and sorted by percent compensation, for
each of the electrodes shown in Fig. 2. For the correlated elec-
trodes, the neural response is strongest at the top of the plot,
where compensation is highest. Fig. 3B shows the behavioral
compensation of each trial as a function of per-trial high-γ
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Fig. 1. Apparatus and behavior. (A) Diagram of the pitch perturbation
apparatus. A DSP shifted the pitch of subjects’ vocalizations (red line) and
delivered this auditory feedback (blue line) to subjects’ earphones. (B)
Spectrogram (Upper) and pitch track (Lower) of an example trial with pitch
perturbation applied. (C) Histogram of compensatory responses as a per-
centage of pitch shift. The green arrow denotes the trial shown in B.
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Fig. 2. Four ECoG channels from a single subject (GP35). (A) Location of the four electrodes on the cortical surface. (B and C) Spectrograms and high-γ line
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activity for the same four electrodes. (Correlations of neural
activity and behavioral compensation for all other subjects are
shown in Figs. S1 and S2.) Compensation was most correlated
with high-γ activity for electrodes in the pSTG (e22 and e23) and
ventral precentral gyrus (e45). These correlations remained sig-
nificant (P < 0.05) even when trials with negative compensation
were removed. In these electrodes, the correlation between
compensation and activity was weaker in other frequency bands,
including the time-locked evoked responses.
Across the entire left-hemisphere subdural grid of our example

subject, correlated electrodes clustered in the ventral premotor
cortex as well as in the posterior temporal-inferior parietal cortex,
close to auditory sites exhibiting SIS and SPRE. Fig. 3C illustrates
the considerable overlap between the pattern of significantly cor-
related electrodes (white circles) and that of the SPRE electrodes
(red dots). This overlap suggested that the activity of premotor
electrodes during perturbation is indicative of compensatory
commands to laryngeal muscles and led us to investigate whether
SPRE in auditory cortical electrodes also co-occurs with neural–
behavioral correlations. In the temporal cortex (the white-outlined
box in Fig. 3C), electrodes that exhibited SPRE showed stronger
correlations between activity and compensation than those that
did not (unpaired two-sample t test, n = 30, P < 0.001). Further-
more, the degree of enhancement (SPRE) for an electrode was
predictive of the correlation between that electrode’s activity and
the compensatory pitch change (Fig. 3D). However, the same
analysis using SIS as a covariate did not show any difference in
correlation strength (unpaired two-sample t test, n = 30, P = 0.49),
suggesting that SPRE, and not SIS, is a marker for influence on the
corrective motor signal.
Across subjects, the same pattern holds across temporal

electrodes in four left-hemisphere and three right-hemisphere
grids: SPRE electrodes showed stronger behavioral correlations
than non-SPRE electrodes [three-way ANOVA of Fisher z-
transformed correlation values, F(1,6) = 38.58, P < 0.001; see Fig.
4 A and D for left- and right-hemisphere grids, respectively]. SIS
did not affect correlation strength significantly [F(1,6) = 3.26, P =

0.073]. There were no significant interactions between any of the
factors of SIS, SPRE, and subject.
Because SPRE is defined as a speaking-related enhancement,

all SPRE electrodes have a significant response to perturbation in
the speak condition. To ensure that the differences in correlation
strength were not caused merely by differences in activity during
speaking, we divided the non-SPRE group based on each elec-
trode’s response to perturbation. Fig. 4B shows the population of
temporal electrodes across all left-hemisphere subjects sorted
into three groups: electrodes with no response to perturbation
(green), electrodes with a response to perturbation but no en-
hancement from speaking (blue), and electrodes with an en-
hanced response in the speak condition (SPRE; red). The SPRE
electrodes had the highest correlations with compensation; au-
ditory electrodes that responded to perturbation but lacked
speaking-related enhancement had weaker correlations [one-way
ANOVA, F(2,153) = 20.05, P < 0.001]. In other words, taking
into account the difference between speak and listen conditions
increases predictive power. Furthermore, as shown in Fig. 4C, the
more an auditory electrode showed an enhanced response to
perturbation during speaking, the more that electrode correlated
with compensatory behavior (Pearson’s correlation, n = 154, r =
0.437, P = 0.001). A one-way ANCOVA ensured that this result
was not an effect of subject [F(1,3) = 19.86, P < 0.001; individual
subject correlations shown in Fig. S3]. Results showed a similar
trend in the right hemisphere (Fig. 4 E and F) but were un-
derpowered because the grid placement limited the coverage in
temporal and ventral premotor areas in these subjects. For this
reason, we have focused subsequent analyses on the four subjects
with left-hemisphere grids having coverage relevant to the task.

Spatial Distribution of SIS and SPRE Across Subjects. SPRE electro-
des for all left-hemisphere subjects clustered mostly in the ventral
premotor cortex and in the posterior superior temporal cortex,
including the temporal–parietal junction, with additional SPRE
responses found along the anterior extent of the superior temporal
gyrus. SIS responses covered similar cortical territory but typically
were not seen in the SPRE electrodes, suggesting separate neural
populations (Fig. 5). Furthermore, in all our subjects, the degrees of
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SIS and SPRE in any given electrode were not significantly corre-
lated (Pearson’s correlation of SIS and SPRE in all temporal
electrodes; in left-hemisphere grids: n = 156, r = −0.02, P = 0.78; in
right-hemisphere grids: n = 54, r = −0.16, P = 0.25), further sug-
gesting separable mechanisms for suppression of predicted and
enhancement of unpredicted speech auditory feedback.

Discussion
Rapid compensatory responses to auditory perturbation are evi-
dence for an auditory–motor feedback loop for the online control
of speech. We explored the cortical basis of feedback compensa-
tion by recording directly from peri-Sylvian speech cortices while
applying pitch perturbations to the auditory feedback signal. We
assessed the role of the modulatory effects of vocalization by
comparing neural responses during speech with those evoked by
listening to recordings of the same auditory stimuli. Consistent with
past studies, we found that the act of speaking can induce bi-
directional modulation of auditory cortex: suppression during
normal vocalization, when the acoustic targets meet motor-gen-
erated expectations (15–18, 31, 32), and enhancement during vo-
calization with pitch-altered feedback, when they do not (23).
However, with the high spatial resolution and single-trial specificity
of intracranial recordings, we were able to relate the two phe-
nomena, demonstrating that suppression is not predicted by en-
hancement. Moreover, here we present directly recorded electro-
physiological evidence that activity from both motor and auditory
cortices is correlated with subsequent behavioral motor com-
pensation on a per-trial basis. In particular, correlations in au-
ditory cortex were highest for sites with strong enhancement
(SPRE). Although correlated activity was not limited to these
enhanced sites, the greater the enhancement in a given site, the
more likely was its activity to be predictive of compensatory be-
havior. These results support a model of human vocal motor
control with a strong contributory role of auditory cortex to
motor-driven compensation.
In many current models of motor control, a forward model

encodes the predicted sensory consequences of motor com-
mands via efference copy (33). In the speech domain, the motor
cortex projects a neural representation of the intended speech
signal to auditory and somatosensory cortices. This efference
copy allows a selective SIS suppression of the neural response
to the resulting feedback sensations through a comparison with,
or subtraction of, the predicted feedback (34, 35). It has been
theorized that such suppression affords a mechanism to dis-
tinguish between sensations that come from the speaker and
those that are external. Self-generated (and therefore well-
predicted) sounds give rise to suppressed responses and are
thereby “tagged as self,” allowing speakers to attend better to
sounds from the external acoustic environment. However, the
comparison between efference copy and external feedback also may
play another important role: It may enable speakers to detect
mismatches between intended and observed sensory outcomes.

We have provided evidence that speech-related enhancement is
a hallmark of auditory influence on motor output. We suggest
that this enhancement has a corrective function: It underlies the
self-monitoring of one’s own vocalizations for online modification
and control.
A pitch perturbation alters auditory feedback so that it does

not match our internal predictions. Recent models of speech
motor control postulate an auditory cortical mechanism for
encoding this prediction error (29, 36–39) and can be viewed as
special cases of predictive coding (40, 41) in which top-down
predictions enable auditory regions to compute the error, which
then is passed back to higher levels to refine the predictions. The
prediction error is thought to be encoded by superficial pyra-
midal cells (42) that tend to fire and show spike-field coherence
in the γ frequency range (43). A predictive coding account is
compatible with our high-γ ECoG data and is consistent with
a state-feedback model for speech motor control, and these
speech models predict many of the results discussed here, such as
the network of cortical areas activated during auditory feedback
perturbation (ventral premotor cortex, ventral primary motor
cortex, and pSTG) and the temporal sequence of cortical activ-
ity. However, the existing implementations of simple predictive
coding models for speech implicitly assume that the prediction
error is derived only from the motor-based predictions that un-
derlie SIS—that is, that the enhancement of unexpected input
(SPRE) depends on the colocalized suppression of expected
input (SIS). This assumption is supported by the data of Eliades
and Wang (15), who demonstrated in the marmoset that cortical
suppression during vocalization acted to increase the sensitivity
of single neurons to vocal feedback, implying a shared mecha-
nism. In contrast, we found a decoupling between suppression
and enhancement, with most modulated electrode sites exhibit-
ing SIS or SPRE independently rather than both (Fig. 5). In
addition, we provide evidence that compensation is tied to en-
hancement but not to suppression. A single mechanism based on
the comparison of predicted and observed feedback cannot ac-
count for this dissociation of the two responses.
One possible explanation for SIS in the absence of SPRE is

that the perceptual attributes of auditory input are encoded in
functionally segregated sites; specifically, some sites that show
SIS may code for prediction error in aspects of the acoustic
signal that were not perturbed, such as loudness or timbre, and
thus would not show enhanced responses to a perturbation in
pitch. However, current models that use the same population of
cells for suppression and enhancement would not explain the
large number of cortical sites in the present study that displayed
SPRE but not SIS. The dissociation of these responses may
suggest that the two have distinct purposes: SIS for tagging
sensations as self, and SPRE for detecting vocal error, including
corrective commands to motor cortex.
Activity in speech premotor cortex was found to correlate with

trial-by-trial compensation (Fig. 3 B and C), whether that com-
pensation was achieved by raising or lowing the pitch of the voice.
This correlation suggests that the premotor cortical activity
underlies the corrective adjustment of output pitch and confirms
and elaborates functional imaging studies implicating the left
premotor cortex in pitch shift responses (11, 13). Similar to the
auditory SPRE electrodes, these correlated motor sites also
showed a greater response during speaking than listening (Fig.
3C). (We do not refer to this response as true “SPRE,” because
motor cortex is expected to be more active during speech.) Partial
correlation analysis showed that auditory and motor electrodes
contribute distinct components to the correlation with behavior.
We speculate that auditory SPRE activity signals the corrective
response and that somatosensory state, additive noise, and cor-
tical and subcortical activity outside the range of our electrode
grids might account for the independent motor component.
The correlations found in frontal premotor and posterior tem-

poral areas are consistent with well-studied anatomical con-
nections between these areas, most notably the arcuate fasciculus
(44). Auditory and motor cortical areas also are functionally

both SIS and SPRE

SIS: suppression to
normal vocalization

SPRE: enhancement to
perturbation in speakcentral

sulcus

Sylvian
fissure

SPRE: 57 SIS: 21

both: 10(neither: 78)

Fig. 5. Spatial distribution of SPRE and SIS electrodes. Points were mapped
from individual subject’s brains to an average surface; any electrodes that
appear to be positioned in the sulci are the result of surface coregistration
inaccuracies. Gyri are light gray; sulci are dark gray.
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connected, as measured in vivo (45) and noninvasively during
speech production (46). A recent study exploring phase synchrony
between electrode sites in left inferior frontal gyrus and left pSTG
found increased prespeech synchrony in subjects who exhibited
greater SIS (47) and hypothesized that this synchrony was the
neural instantiation of efference copy. It is plausible that this cir-
cuit is a two-way loop, enabling both the delivery of predictions to
auditory cortex and the “reply” of consequent feedback mis-
matches to motor cortex. A functional imaging study has found
evidence for the auditory-to-motor reply in the form of increased
effective connectivity between these regions during an auditory
perturbation (12) (although these connections were from the left
pSTG to right-hemisphere motor regions). Although we cannot
prove causality from these data, the following four points are
consistent with a causal relationship: (i) the temporal sequence of
postperturbation cortical activity begins with auditory cortex,
which is followed by motor cortex activation and then by behav-
ioral compensation; (ii) the cortical activation is correlated with
compensation on a trial-by-trial basis; (iii) the time of maximum
correlation precedes the peak compensation response; and (iv) the
correlation occurs only when the neural signals are aligned to the
peak behavioral response (not to the feedback perturbation).
Taken together, these observations support the interpretation that
auditory responses to perturbation act to signal motor areas that
mediate compensation. In our example subject, the increase in
high-γ activity starts at the STG and is followed by a significant
motor increase ∼100 ms later (Fig. 2C), implying that the correc-
tive motor commands are driven by the enhanced auditory de-
tection of feedback error. Further analysis is needed to elucidate
the role of auditory–motor feedback loops in vocal behavior, al-
though caution in analyses of causality is needed, given the tran-
sient nature of the neural responses to perturbations (48).
A distinct experimental advantage of ECoG is the ability to

record from multiple sites simultaneously in real time, in contrast
to the sampling limitations of single-unit recordings and the tem-
poral constraints of fMRI. Nonetheless, ECoG in this experiment
also had specific limitations. First, the extent of grid coverage in
humans was guided by the clinical indications for their epilepsy
localization and always was done unilaterally. In some cases, the
standard grid on the right hemisphere did not cover both auditory
and motor regions, because clinical language mapping is not eval-
uated routinely in the nondominant hemisphere. Therefore wewere
limited in our interpretation of responses from right-hemisphere
cortical sites. Second, the electrode contacts are limited to the
gyral cortical surface and therefore do not sample intrasulcal,
cerebellar, and subcortical areas of potential interest effectively.
Despite these limitations, we were able to use directly recorded
high-γ oscillations to reveal the specific auditory and motor
components of the cortical network involved in vocal feedback.
In summary, we probed the neural circuitry underlying audi-

tory feedback control in speech, using a pitch perturbation to
elicit a specific compensatory pitch change. Here we report ev-
idence of neural correlations with trial-by-trial compensation,
showing a contributory role of both motor and auditory cortices.
Furthermore, we present a cross-subject view of the spatial dis-
tribution of functional modulations (SIS and SPRE) as well as
evidence that they differentially predict compensatory behavior.
These results are evidence for the sensorimotor control of vo-
calization in humans through the dynamic coordination of mul-
tiple cortical areas.

Methods
The experimental protocol was approved by the University of California, San
Francisco institutional review boards and Committees on Human Research.
Subjects gave their informed consent before testing.

Subjects. The nine subjects in this study underwent surgical placement of
intracranial subdural grid electrodes as part of their surgical workup for
epilepsy localization. Table S1 shows the patient characteristics included in
this study. All subjects underwent neuropsychological language testing and
were found to be normal. The Boston naming test and verbal fluency test

were used for preoperative language testing. The Wada test was used for
language dominance assessment. None of the subjects reported any speech
or hearing problems.

Of the nine subjects run in the study, data from one subject (GP18) con-
tained excessive artifacts in the electrode recording and were excluded from
analysis. Data from another subject (GP34) were excluded because of a lack of
any pitch perturbation response: With no evidence for a reaction to the
perturbation, we could not be sure that the subject had heard the feedback
coming from the headphones. As a result, seven subjects’ data were included
for analysis: four with grids implanted in the left hemisphere and three with
grids implanted in the right hemisphere. Right-hemisphere coverage of the
ventral premotor and auditory cortex was limited (e.g., 54 electrodes in the
right temporal cortex vs. 156 in the left temporal cortex).

Apparatus. The experimental apparatus consisted of a DSP, a laptop PC,
a computer monitor, and a headphone–microphone headset. A microphone
picked up the subject’s speech and passed it to the DSP, which altered the
pitch of the subject’s speech in real time (12-ms feedback delay) and fed the
altered speech back to the subject via the headphones. The pitch alteration
process was based on the method of sinusoidal synthesis developed by
McAulay and Quatieri (49). The laptop PC controlled the triggering of the
DSP and the prompts for the subject to speak, shown on the monitor.

Procedure. The experiment consisted of a speaking condition and a listening
condition, each lasting 74 trials (four blocks of 15 trials each and a final block
of 14 trials). In the speaking condition, subjects phonated the vowel /a/ for
roughly 3.5 s. At a random latency (1,325–1,800 ms) from the signal to begin
vocalizing, the DSP perturbed the pitch of the auditory feedback by ± 200
cents (i.e., two semitones) for 400 ms. A single perturbation occurred in each
trial, and equal numbers of positive and negative perturbations were dis-
tributed randomly across the 74 trials. The subjects were not explicitly
instructed to maintain their pitch. In the subsequent listening condition,
subjects passively listened to playback of the audio feedback they had heard
during the speaking condition. We excluded trials in which the perturbation
occurred less than 400 ms after the subject began vocalizing.

The electrocorticogram was recorded using a variety of multichannel
subdural cortical electrode arrays. The position of the electrodes was de-
termined exclusively by clinical criteria. The signal was recorded with
a multichannel amplifier optically connected to a digital data acquisition
system (Tucker-Davis Technologies) sampling at 3,052 Hz. Audio data also
were recorded on this system in synchronization with the ECoG data.

Data Analysis. Audio analysis. To assess behavioral responses to the feedback
perturbation, pitch-tracking analysis was performed on each subject’s audio
data. Voice onset was determined using the same threshold procedure for
trials from the speak and listen conditions. Perturbation onset and offset
were determined via an indicator signal that was output by the DSP and
recorded on the ECoG data acquisition system. Pitch was estimated using the
standard autocorrelation method (50). Trials with erroneous pitch tracks
caused by excessive pitch variation were removed.

Mean percent compensation was calculated as −100*(cents peak response
change/cents perturbation), with the minus sign introduced to make com-
pensation a positive value.
Compensation estimation. Compensation for each trial was estimated by cross-
correlation analysis. Each trial’s pitch track was cross-correlated with the
mean compensation response, and the latency of the peak cross-correlation
was used to estimate the timing of that trial’s compensation response rel-
ative to the mean response time. Compensation for the trial was estimated
by comparing the magnitude of the peak cross-correlation with the mag-
nitude of the peak of the mean response’s autocorrelation: The ratio of the
two magnitudes gave the fraction of the mean compensation that repre-
sented compensation on that trial.
ECoG data analysis. Trials in which any of the electrodes showed artifacts or
excessive noise were removed. ECoG data were preprocessed and bandpass-
filtered into 45 separate frequency bands, logarithmically spaced to cover the
frequency range from 1–150 Hz. Each band then was Hilbert transformed to
extract the time course of the amplitude envelope in that band. The spec-
trogram plots of Fig. 2 were created with these band envelope data. Finally,
each band envelope time course was smoothed with a 100-ms boxcar kernel,
then converted to z scores using the mean and variance of trial data in
a baseline window extending from 1.5–1.0 s before voice onset. The nor-
malized band envelopes then were analyzed using three alignments of the
neural data: voice onset (SIS), perturbation onset (SPRE), and compensation
peak (neural–behavioral correlation).
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SIS. To calculate SIS, trials were time-aligned to voice onset. SIS was defined
as the difference in the mean z-scored trial data between the two experi-
mental conditions (listen − speak). Significance was calculated from a one-
way ANOVA, using a P value threshold determined to set the false-discovery
rate (FDR) over all significance tests to less than 5%. In determining the
overall SIS exhibited by each electrode, only the data up to 300 ms after
voice onset were considered. Within this interval, the total SIS of an elec-
trode then was calculated as the sum over time points of the SIS values. For
the purposes of the classification analyses shown in Fig. 5, an electrode was
classified as exhibiting SIS if there was at least one time point in the analysis
interval that showed significant SIS (FDR-corrected P < 0.05).

SPRE. To calculate SPRE, trials were time-aligned to pitch perturbation
onset. The z scores were calculated from a baseline window extending from
0.4–0.1 s before perturbation onset. SPRE was defined as the difference in
the mean z-scored trial data between the two experimental conditions
(speak − listen) in a manner similar to that done to calculate SIS (FDR-cor-
rected P < 0.05). In determining the overall SPRE exhibited by each elec-
trode, only the data from 50–550 ms after perturbation onset were
considered; this interval is when responses to the perturbation were
expected, based on previous studies (23). Within this interval, the total SPRE
of an electrode then was calculated as the sum over time points of the SPRE

values. For the purposes of classification analyses, an electrode was classified
as exhibiting SPRE if there was at least one time point in the analysis interval
that showed significant SPRE and at least one time point where the response
in the speak condition was significantly different from zero.

Correlation. To determine the trial-by-trial correlation between grid elec-
trode activity and compensation, electrode activity was time-aligned to the
subjects’ compensation responses (rather than to perturbation onset) and
compared with the compensation value for each trial. To examine differ-
ences in correlation scores between different classes of electrodes and
multiple subjects, the correlation for each electrode was Fisher z-trans-
formed and then used as the dependent variable in a three-way ANOVA,
with SIS, SPRE, and subject as the categorical independent variables. A one-
way ANCOVA was applied to variables in Fig. 4B, with SPRE as a predictor
variable, compensation as the dependent variable, and subject as the cate-
gorical group variable.
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