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Responses to Auditory Feedback
Manipulations in Speech May Be Affected
by Previous Exposure to Auditory Errors
Caroline A. Nizioleka and Benjamin Parrella
Purpose: Speakers use auditory feedback to guide their
speech output, although individuals differ in the magnitude
of their compensatory response to perceived errors in
feedback. Little is known about the factors that contribute
to the compensatory response or how fixed or flexible they
are within an individual. Here, we test whether manipulating
the perceived reliability of auditory feedback modulates
speakers’ compensation to auditory perturbations, as
predicted by optimal models of sensorimotor control.
Method: Forty participants produced monosyllabic words
in two separate sessions, which differed in the auditory
feedback given during an initial exposure phase. In the
veridical session exposure phase, feedback was normal. In
the noisy session exposure phase, small, random formant
perturbations were applied, reducing reliability of auditory
feedback. In each session, a subsequent test phase
introduced larger unpredictable formant perturbations. We
assessed whether the magnitude of within-trial compensation
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for these larger perturbations differed across the two
sessions.
Results: Compensatory responses to downward (though
not upward) formant perturbations were larger in the veridical
session than the noisy session. However, in post hoc testing,
we found the magnitude of this effect is highly dependent on
the choice of analysis procedures. Compensation magnitude
was not predicted by other production measures, such as
formant variability, and was not reliably correlated across
sessions.
Conclusions: Our results, though mixed, provide tentative
support that the feedback control system monitors the
reliability of sensory feedback. These results must be
interpreted cautiously given the potentially limited stability
of auditory feedback compensation measures across
analysis choices and across sessions.
Supplemental Material: https://doi.org/10.23641/asha.
14167136
S peakers use auditory feedback to guide their speech,
changing their articulation and acoustic output on-
line to correct for apparent speech errors. Evidence

for the use of auditory feedback during the online control of
speech articulation comes from studies that experimentally
manipulate feedback in real time, introducing intermittent
discrepancies between produced and observed vowel formants
(Purcell & Munhall, 2006; Tourville et al., 2008). These un-
predictable discrepancies introduce errors in feedback that are
corrected through online compensation: adjusting articulation
within a given utterance. While studies of online compensa-
tion show a consistent compensatory response at a group
level, individuals differ in the magnitude of their compensa-
tory response, with some failing to respond at all (Cai et al.,
2012; Parrell et al., 2017).

Interindividual differences in compensation magni-
tude can be understood as population-level variation in the
gains used by the feedback control system to correct for
sensory errors (Guenther, 2016; Houde & Nagarajan, 2011;
Parrell et al., 2019; Tourville et al., 2008). In some models
of speech motor control, such as Directions Into Velocities
of Articulators (Guenther, 2016; Tourville & Guenther, 2011),
these feedback gains are also thought to drive changes in feed-
forward control over time. A number of factors have been
proposed to account for variation of these gains across indi-
viduals, including auditory and somatosensory acuity (Franken
et al., 2017; Guenther, 2016; Parrell et al., 2019; Tourville et al.,
2008; Villacorta et al., 2007), variation in the balance between
auditory and somatosensory systems (Guenther, 2016; Katseff
et al., 2012; Lametti et al., 2012; Parrell et al., 2019), production
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variability (Munhall et al., 2019), and the presence of
neurological disorders such as stuttering (Cai et al., 2012),
Parkinson’s disease (Mollaei et al., 2016), and cerebellar
ataxia (Parrell et al., 2017). These factors are all generally
assumed to be relatively consistent over time, suggesting
feedback gains may be a stable characteristic of the speech
motor control system. This assumption is often implicit,
but is reflected in attempts to establish predictors of variation
in feedback gains by correlating these factors with behavioral
responses to auditory perturbations (Feng et al., 2011; Martin
et al., 2018; Villacorta et al., 2007).

However, little is known about the stability of the
compensatory response, or the feedback gain it is thought
to reflect, across time. Critically, evidence from nonspeech
motor control suggests feedback gains may be more mal-
leable than is often assumed in speech research. For exam-
ple, when participants are given altered visual feedback
about their hand position during a reach, the magnitude
of their compensation for this perturbation is modulated
by the reliability of the visual feedback. That is, compensa-
tion is largest when the feedback is most reliable—a single
dot representing their hand—and smaller when it is less
reliable—a cloud of dots centered at the position of their
hand (Körding & Wolpert, 2004). These results show that
the online compensation for sensory errors is not a fixed
characteristic of the sensorimotor control system, but rather
takes into account the reliability of the sensory signal, even
when that reliability varies across repetitions of a movement.
This behavior is not predicted by models that consider feed-
back gains to be tied only to individual characteristics such
as sensory acuity, which are thought to be relatively stable
(Bischof et al., 2002; Saito et al., 2020), but is consistent
with an optimal or Bayesian model of sensory processing
(Körding & Wolpert, 2006; Wei & Körding, 2009). More-
over, there is evidence from reaching tasks that people
monitor their history of sensory errors over time to gener-
ate estimates of the reliability of sensory signals (Herzfeld
et al., 2014). Thus, it may be possible that long-term expo-
sure to perturbed sensory feedback could lead to a change
in the perceived reliability of that feedback, which would
be expected to affect measured compensation.

In speech, evidence for similar effects of sensory reli-
ability is limited. However, there is some evidence that the
control of vocal pitch is consistent with an optimal sensory
system, which has higher gains for more reliable signals.
When somatosensory feedback is partially blocked by the
application of topical anesthetic to the vocal folds, com-
pensation for auditory pitch perturbations increases, as the
auditory signal is now relatively more reliable (Larson et al.,
2008). Additionally, small pitch perturbations (100 cents)
can elicit larger compensatory responses than large pitch
perturbations (> 300 cents), evidence that the large pertur-
bations may be discounted by the sensorimotor control
system as externally generated (Korzyukov et al., 2017;
Scheerer et al., 2013). Separately, pitch perturbations that
are unpredictable in magnitude or direction lead to larger
compensatory responses than predictable perturbations
(Korzyukov et al., 2012; Scheerer & Jones, 2014); that is,
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the nature of previously encountered auditory errors can
affect the magnitude of compensation. This suggests the
vocal sensorimotor system monitors a history of sensory
errors, as in reaching. However, to our knowledge, no work
to date has examined the effect of sensory reliability on
feedback gains in the supralaryngeal motor control system.

Here, we examine how the reliability of auditory feed-
back signals affects feedback control during speech produc-
tion. Answering this question would ideally employ a direct
manipulation of feedback reliability, analogous to varying
the visual representation of hand position between a single
dot versus a cloud of dots (Körding & Wolpert, 2004). How-
ever, it is not clear how such a direct modulation of reliabil-
ity could be implemented in the auditory system. Thus, we
take an alternative approach based on the idea that the reli-
ability of sensory inputs is estimated through a remembered
history of errors (Herzfeld et al., 2014). Specifically, we test
how repeated exposure to auditory errors—that is, added
feedback noise in the form of small alterations to formant
frequency—affects the magnitude of compensation for sub-
sequent auditory feedback perturbations. We examine two
competing hypotheses. One possibility, consistent with work
in reaching, is that the long-term exposure to auditory errors
created by feedback perturbations would be attributed to
noise or errors in the auditory system, leading to a decrease
in the estimated reliability of auditory feedback, a smaller
weighting of auditory errors, and a decreased compensatory
response to auditory perturbations. Alternatively, these
errors could be attributed to motor noise, which causes de-
viations in speech output that are faithfully reflected by the
sensory system. Given an “optimal” sensorimotor system,
this would be expected to lead to an increase in the weighting
of sensory reafferent signals, as this “reliable” sensory feed-
back would be informative for correcting errors in output.

In separate sessions, participants were consistently
exposed to small, random perturbations of their vowel for-
mants (noisy session) or received veridical auditory feed-
back (veridical session). We subsequently measured the
magnitude of compensation for intermittent, unpredictable
auditory perturbations. This design allows us to test for
changes in compensation as auditory reliability decreases.
Our results provide evidence that compensation magnitude
is reduced after exposure to unreliable feedback, consistent
with a downweighting of auditory feedback caused by a
decrease in its reliability. Though the size of this effect is
small, this is consistent with optimal accounts of sensori-
motor control that predict flexible feedback gains.

While not the primary purpose of this study, we ad-
ditionally assessed whether compensation for altered feed-
back perturbations could be predicted by variability in
production during normal, unaltered speech or by vowel
centering, the reduction in variability that occurs from
vowel onset to the vowel midpoint that may be driven in
part by feedback-based corrections for self-produced vari-
ability (Niziolek & Kiran, 2018; Niziolek et al., 2013). The
multisession design additionally allows us to examine the
cross-session stability of both compensation and these other
speech behaviors over time.
2169–2181 • June 2021
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Method
Participants

Forty individuals participated in the current study
(35 female, Mage ± SD = 21.6 ± 4.6 years). No participant
reported any history of speech, hearing, or neurological dis-
orders. All participants were native speakers of American
English. Participants were compensated for their participa-
tion either monetarily or through extra credit in a course in
the UW–Madison Communication Sciences & Disorders
department. All procedures were approved by the institu-
tional review board at UW–Madison.

Stimuli and Trial Structure
On each trial, participants produced a single, mono-

syllabic English target word that appeared on a computer
monitor. The three target words were “bed,” “head,” and
“dead.” The order of the words was pseudorandomized.
The stimulus word appeared for 1.5 s, and time between
trials was jittered between 0.75 and 1.5 s. Self-timed breaks
were given every 30 trials throughout the experiment.

Auditory Recording and Perturbation
Participants performed the experiment in a sound-

attenuated room. Participants’ speech was recorded with
a head-mounted microphone (AKG C520) and played
back to them over closed-back, over-the-ear headphones
(Beyerdynamic DT 770) with a total latency of ~18 ms as
measured in our labs (Kim et al., 2020). Speech was re-
corded at 16 kHz and digitized with a Focusrite Scarlett
sound card. All speech recording and playback were done
through Audapter (Cai et al., 2008; Tourville et al., 2013).
On some trials, participants’ speech was altered by shift-
ing the first and/or second vowel formants in Audapter
throughout the trial. On other trials, participants received
unaltered speech feedback. Speech was processed through
the same pipeline and had the same feedback latency re-
gardless of whether or not a shift was applied. Participants’
speech was played back at ~80 dB SPL based on a pre-
experiment calibration. The actual amplitude of speech
playback was dependent on the amplitude of participants’
production. Speech playback was combined with speech-
shaped masking noise at ~60 dB SPL to mask any air- or
bone-conducted auditory feedback.

Experimental Procedure
All participants completed two sessions, veridical

and noisy (see Figure 1), roughly 1 week apart (mean: 9
days, range: 4–25 days). Our intention was to counterbal-
ance the order of sessions across participants. However,
due to an error in the randomization procedure, all partici-
pants completed the noisy session first.

The structure of the two sessions was the same (see
Figure 1A). Each session began with a 450-trial exposure
phase. In the veridical session, participants received unper-
turbed auditory feedback throughout this phase. In the
Niziolek
noisy session, participants received a random perturbation
of the first two vowel formants (F1/F2) on each exposure
trial. The direction of this perturbation was a random
direction in F1/F2 space (see Figure 1B). The perturbation
magnitudes were drawn from a normal distribution with a
standard deviation of 10 mels, with the caveat that the 90
trials with the smallest perturbations were set to 0. That is,
these 90 trials received veridical auditory feedback (see Fig-
ure 1C). These unaltered trials were included to allow mea-
sures of baseline variability and centering (see below) that
could be compared across sessions.

Following the exposure phase, participants completed
a 240-trial test phase. In the test phase of each session, F1
was increased by 125 mels on 1/6 of the trials (upshift condi-
tion: 40 trials), decreased by 125 mels on 1/6 of the trials
(downshift condition: 40 trials), and unaltered on the re-
maining 2/3 of the trials (160 trials). The order of the shifts
was pseudorandomized across trials, with the restriction
that each shifted trial was followed by at least one unshifted
trial (i.e., shifts could not occur on two consecutive trials).
The perturbations were not counterbalanced with regard to
stimulus word; there were no requirements that each word
have the same number of shifts.

Duration Control
The latency of the compensatory response to unex-

pected formant perturbations is around 150 ms (Cai et al.,
2012; Parrell et al., 2017; Tourville et al., 2008). To ensure
there was sufficient time to observe compensatory responses,
participants were trained to produce vowel durations be-
tween 250 and 500 ms. Participants were instructed to speak
slightly slower than normal and were given feedback about
their vowel durations after each trial. Vowel durations were
estimated as the duration of the speech signal with a root-
mean-square amplitude above a minimal threshold. After
each trial, a visual cue appeared for 500 ms below the target
word indicating whether the vowel duration fell in the tar-
get range (a green circle), was too long (a yellow circle and
text reading “Speak a little faster”), or too short (a blue cir-
cle and text reading “Speak a little more slowly”). Prior to
the experiment, participants completed a 10-trial training
session to familiarize themselves with the visual cues and
practice producing vowels with durations in the target range.
Participants repeated the test until at least 8/10 trials were in
the target range. The visual feedback about vowel duration
was provided throughout the experiment.

Data Processing
Vowel formants were tracked with wave_viewer

(Niziolek & Houde, 2015), an in-house software tool that
provides a MATLAB GUI interface to Praat (Boersma &
Weenink, 2019). Pre-emphasis values and linear predictive
coding (LPC) order (the number of coefficients in the LPC
model) were set for each participant individually. Vowel onset
and offset were first automatically identified based on a
participant-specific amplitude threshold, and formant values in
& Parrell: Compensation After Exposure to Auditory Errors 2171
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Figure 1. Experiment design. A: Schematic of perturbations applied in the veridical feedback (upper panel) and noisy feedback (lower panel)
sessions. Yellow denotes exposure trials in which feedback was unaltered. B: Distribution of formant perturbations in the noisy feedback
session. C: Histogram of perturbation sizes in the noisy feedback session. D: Schematic of centering analysis of unaltered trials, in which trial-
wise distances to the median formants for a given word are compared at vowel onset (open yellow circles) and vowel midpoint (gray dots).
this window were tracked using the participant-specific pa-
rameters. All trials were subsequently checked for errors. Er-
rors in vowel onset and offset were corrected by hand-labeling
these times using the waveform and spectrogram. Vowel onset
was identified as the point at which periodicity was visible in
the waveform and formants were visible in the spectrogram.
Vowel offset was identified as the point where formants, par-
ticularly F1 and F2, were no longer visible. Errors in formant
tracking (such as misidentifying fundamental frequency as the
first formant) were corrected by adjusting the pre-emphasis
value or, if that was unsuccessful, LPC order. A limited num-
ber of trials (M = 2.3%, range: 0%–19.8%) were excluded due
to errors, such as the participant saying the wrong word, dis-
fluencies, or unresolvable errors in formant tracks.
Behavioral Measurements
Our primary dependent measure was behavioral com-

pensation for the feedback alterations in the test phase. To
2172 Journal of Speech, Language, and Hearing Research • Vol. 64 •
calculate compensation for a given speaker, we first calculated
the mean F1 trajectory across all unperturbed trials for each
stimulus word. We then subtracted these word-specific mean
trajectories from each perturbed trial, yielding F1 difference
trajectories that reflected change from unperturbed trials (see
Figure 2A, B). To account for any initial variability in F1
unrelated to the perturbation, each of these trajectories was
normalized to its average value from 25 to 100 ms (exclud-
ing the first 25 ms of formant transitions). Such early vari-
ability is unrelated to the compensatory response, which
does not begin until ~150 ms after vowel onset (Cai et al.,
2012; Parrell et al., 2017; Tourville et al., 2008). Thus, this
measure isolates within-trial changes in behavior in response
to the auditory perturbation. Subsequently, an average dif-
ference trajectory was calculated for each shift direction
by taking the mean response at each time point across all
shifted trials. The magnitude of the compensatory response,
for each participant, was calculated as the mean F1 value
in these average difference trajectories from 150 to 300 ms
2169–2181 • June 2021
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Figure 2. Compensation to F1 shifts. A, B: Change in F1 in the test phase of the veridical (A) and noisy (B) sessions. C, D, F, G: Per-participant
compensation magnitude to downward (C, D) and upward (F, G) perturbations, measured as F1 change opposing the perturbation. Participants
are sorted by the magnitude of their compensation to the downward perturbation in the veridical session (C); all other panels use the same
participant sort order. Colored dots represent significant compensatory responses (red: downward perturbation; blue: upward perturbation);
white dots represent significant following responses. Colored dashed lines show average compensation across participants. E, H: Comparison
of veridical and noisy session compensation to downward (E) and upward (H) perturbations. Each pair of connected points represents a single
participant.
after vowel onset. The sign of the F1 difference in response
to upward perturbations was flipped such that compensation
was always reflected by positive values.

During data analysis, we realized that seemingly
minor changes in how compensation was measured could
have surprisingly large effects on the final outcome mea-
sure. As the number of studies on online compensation for
formant perturbations is relatively small, and best practices
for data analysis are not well established, we additionally
present the results of several unplanned analyses, including
(a) evaluating compensation in a smaller time window, from
200 to 300 ms after vowel onset, and (b) calculating the mean
response in the analysis window for every trial, then taking the
mean across trials within each participant, rather than first
calculating a single average response for each shift direction.
We additionally tested how normalizing each trial to its early
(25–100 ms) preresponse values results affects our results.
This nonnormalized method allows easier comparison with
previous work (e.g., Cai et al., 2012; Niziolek &Guenther, 2013;
Niziolek
Parrell et al., 2017; Purcell & Munhall, 2006; Reilly &
Dougherty, 2013; Tourville et al., 2008).

In order to test what factors may be related to inter-
participant variability in compensatory behavior, we addi-
tionally included two other measures of vocal behavior taken
from unperturbed trials in the exposure phase (450 trials
in the veridical session and 90 trials in the noisy session):
(a) variability in F1/F2 space at vowel onset and (b) vowel
centering, defined as the reduction of variability from vowel
onset to vowel midpoint (Niziolek & Kiran, 2018; Niziolek
et al., 2013). Variability was defined as the average Euclid-
ean distance of all productions of a stimulus word to the
median of that distribution in F1/F2 space. Variability
was measured at both vowel onset and vowel midpoint
(see Figure 1D), and centering was defined as the change
in variability from onset to midpoint, such that positive
centering values reflect a decrease in variability between
these time windows; negative values represent an increase
in variability. Variability and centering were calculated
& Parrell: Compensation After Exposure to Auditory Errors 2173
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for each stimulus word separately to control for coarticulatory
effects, and averages of these three measures in each session
were then calculated for each participant. Only unperturbed
trials were used to avoid any potential influence of altered
auditory feedback on these measures.

Statistical Analysis
At the group level, compensation and centering were

analyzed using linear mixed-effects models with fixed effects
of session (veridical or noisy) and perturbation direction (up
or down). The model included random intercepts and slopes
for each fixed factor by participant. Word was not included
as a factor as there were only 10–15 trials per word in each
perturbation direction, not sufficient to see a reliable re-
sponse. All models were constructed with the lme4 package
(Bates et al., 2015) in R (R Core Team, 2013). Statistical sig-
nificance was assessed with the lmerTest package (Kuznetsova
et al., 2017). Post hoc comparisons were conducted with the
emmeans package (Lenth et al., 2020). The relationships
between compensation and baseline variability/centering
as well as the consistency of compensation, variability, and
centering across sessions and the relationship between re-
sponses to upward and downward perturbations within a
session were assessed with Pearson correlations.

At the individual level, compensation was consid-
ered significant if a participant’s compensation magnitude
exceeded a threshold found via a bootstrapping procedure.
For a given participant, each perturbation direction was
assessed separately by first randomly shuffling the labels
of perturbed and unperturbed (baseline) trials and then
computing compensation in the same manner as described
above (behavioral measurements). This procedure was repeated
1,000 times, and the compensation threshold was defined
as the 95th percentile of this null distribution. “Following”
responses were considered significant if the compensation
was less (more negative) than the 5th percentile of the null
distribution.
Results
Compensatory responses to altered feedback trials from

the test phase are shown in Figure 2 (A and B). In both ses-
sions, trials in which participants experienced a downward
perturbation to F1 tended to deviate upward from the base-
line, opposing the perturbation. Trials with upward pertur-
bations showed the same opposing trend, tending to deviate
downward from the baseline, but with a much smaller re-
sponse magnitude. In both sessions, the overall magnitude
of the compensatory response (Ms ± SE: down = 7.55 ±
1.30 mels; up = 1.66 ± 1.43 mels) was substantially smaller
than in previously reported work (e.g., Cai et al., 2012;
Niziolek et al., 2013; Parrell et al., 2017; Purcell & Munhall,
2006).

Overall, our method was somewhat successful in caus-
ing participants to produce vowels with durations in the target
range. Average produced vowel duration was 280 ± 44 ms
(standard deviation). There was no difference in duration
2174 Journal of Speech, Language, and Hearing Research • Vol. 64 •
between the sessions, F(1, 39) = 0.66, p = .42. A percentage
of trials (75.4%; 14,108 trials) had a duration over 250 ms,
and 27.7% (5,180 trials) had a duration over 300 ms. Indi-
vidually, 34 participants had a mean vowel duration over
250 ms and 10 participants had a mean duration over 300 ms.
Thus, later time points reflect the contribution of fewer trials.

In the planned analysis window (150–300 ms), there
was a main effect of perturbation direction, F(1, 39) = 20.9,
p < .0001, reflecting the larger compensatory response to
downward perturbations compared with upward pertur-
bations. There was no main effect of session, F(1, 39) = 0.7,
p = .42, but there was an interaction between session and
perturbation direction, F(1, 39) = 4.7, p = .037. This inter-
action reflected a smaller compensatory response to the
downward perturbation following the noisy exposure phase
(5.8 ± 1.5 mels) compared to following the veridical expo-
sure phase (9.4 ± 1.0 mels; p = .042; see Figure 2E). There
was no significant difference in the response to the upward
perturbation between noisy (2.4 ± 1.2 mels) and veridical
(0.9 ± 1.6 mels) sessions (p = .48).

To examine changes in compensation over the course
of a single session, we compared the magnitude of compen-
sation in the first half versus the second half of each test
phase, averaging across upward and downward perturba-
tions. Compensation did not differ between the two halves
of the veridical test phase (4.9 ± 1.6 vs. 4.6 ± 1.1 mels,
t(39) = 0.2, p = .83). However, compensatory responses
in the first half of the noisy test phase were significantly
smaller than in the second half (2.3 ± 1.5 vs. 5.7 ± 1.1
mels, t(39) = −2.0, p = .049). While the effect is small,
and conclusions should be tempered by the smaller num-
ber of trials in this analysis, this pattern is consistent with
a reduced sensitivity to errors subsequent to the noisy ex-
posure phase, which recovers once this noise is removed.

The bootstrapping analysis identified participants
whose compensatory responses across the entire test phase
significantly differed from chance. In the veridical session,
14 participants exceeded these individual compensation
thresholds for the downward perturbation (see Figure 2C,
red dots); eight participants exceeded these thresholds for
the upward perturbation (see Figure 2F, blue dots). Partici-
pants with significant following responses are shown in white
dots. In the noisy session, nine participants showed signifi-
cant compensation for the downward perturbation (see Fig-
ure 2D, red dots), while four participants compensated for
the upward perturbation (see Figure 2G, blue dots).

Relationship Between Compensation and Other
Production Measures

In addition to our primary outcome metric of compen-
sation for formant perturbations, we examined the baseline
variability observed across multiple repetitions of a word, as
well as vowel centering, the reduction in this variability from
vowel onset to vowel midpoint. As described in the methods,
we analyzed variability and centering in only the unper-
turbed trials from the exposure phase. Variability at vowel
onset did not differ between the veridical (31.6 ± 6.4 mels)
2169–2181 • June 2021
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and noisy (32.0 ± 5.3 mels) sessions, t(39) = 0.4, p = .69.
Likewise, centering was not significantly different between
the two sessions, t(39) = 1.7, p = .09, although it was signifi-
cantly greater than 0 in both the veridical (4.0 ± .9 mels,
t(39) = 4.7, p < .0001) and noisy (2.4 ± .8 mels, t(39) = 2.9,
p = .006) sessions. These results show that, overall, partici-
pants do reduce their vowel formant variability from vowel
onset to vowel midpoint and that the magnitude of this re-
duction is similar across sessions (see Figure 3).

Centering and compensation have both been hypoth-
esized to be driven by error-corrective feedback control pro-
cesses. Under this hypothesis, we would expect a significant
positive correlation between the two phenomena. However,
we found no evidence for this relationship (see Figure 4).
In the noisy session, centering was not correlated with com-
pensation to downward perturbations (r = –.03, p = .83),
upward perturbations (r = –.14, p = .40), or to an average
measure of compensation combining responses to both up-
ward and downward F1 perturbations (r = –.11 p = .52). In
the veridical session, centering was not correlated with the
upward compensation measure (r = –.18, p = .27) or with
average compensation (r = –.29, p = .07). However, we ob-
served an unexpected negative correlation between centering
and compensation to downward F1 perturbations (r = –.32,
p = .046) in the veridical session. Taken together, these re-
sults suggest there is likely no consistent relationship between
the magnitudes of centering and compensation in our study.
Separately, neither initial nor midpoint variability was cor-
related with any measure of compensation in either session
(see Appendix). The correlation between initial variability
and centering was not significant in either the veridical (r = .29,
p = .07) or noisy session (r = .08, p = .62), although a rela-
tionship between these measures has been reported in past
work (Niziolek & Kiran, 2018).

Unplanned Analyses
We conducted the same analyses described above with

three different methods of estimating individual values for
compensation. First, we reduced the analysis window from
150–300 ms to 200–300 ms after vowel onset. Second, we
estimated compensation by calculating an average compen-
sation magnitude in the analysis window for each perturbed
trial, then averaging across trials. This method allowed for
by-trial estimates of compensation; however, because not all
trials had vowel durations as long as 300 ms, these estimates
differentially weighted earlier time points more heavily in the
cross-trial average. This is in contrast to our planned analysis,
which calculated an average response across all perturbed
trials at each time point. We conducted this by-trial analysis
for both the 150- to 300- and 200- to 300-ms windows. Last,
we calculated compensation without normalizing each trial
to its preresponse baseline (25–100 ms). While this method
is more similar to some previous studies, it is less sensitive
to within-trial change. Here, we will summarize differences
between these analyses. A full table of results can be found
in the Appendix.

Results in the 200- to 300-ms analysis window largely
replicated our findings from the 150- to 300-ms analysis
Niziolek
window. We found a larger compensatory response to
downward compared to upward perturbations, and an in-
teraction between direction and session, which again reflected
a smaller compensatory response to the downward perturba-
tions following the noisy exposure phase compared to the ve-
ridical exposure phase. For the by-trial analyses, the same
difference between upward and downward shifts was found
in the 200- to 300-ms window only. Neither analysis window
for the by-trial analysis showed evidence for an interaction
between session and direction. Nonnormalized compensation
values showed a difference between the upward and down-
ward shifts in both windows. Although the between-session
difference in responses to the downward shift was in the
same direction as in our planned analysis, this did not reach
our threshold for significance in either window. This is likely
due to a small offset in the preresponse (< 100 ms) window
that slightly reduced the magnitude of the difference between
sessions (see Supplemental Material S1, Figure S1).

Both the average response and by-trial analyses in the
150- to 300-ms window showed a significant correlation
between centering and compensation in the veridical session
only. This relationship was not observed in the 200- to
300-ms window for either method, and no relationship
was found between centering and compensation using the
nonnormalized method. No analysis method showed any
significant correlation between compensation and center-
ing in the noisy session, nor between centering and initial
variability.

The variability observed in these results shows how
seemingly minor decisions in data analysis can affect the
conclusions drawn from studies on compensation for al-
tered auditory feedback in speech. Looking across analy-
ses, we find mixed support for our principal hypothesis
that compensation magnitude would be affected by long-
term exposure to altered auditory feedback. This was sup-
ported by using an average response per participant in
both time windows, though not by averaging across trials
nor using nonnormalized measures.

Finally, while not the original focus of the study, we
additionally compared compensation magnitudes across the
two sessions, veridical and noisy, as well as the relationship
between compensation to upward and downward responses
within each session, and found limited evidence for a sig-
nificant relationship between these measures (see Supple-
mental Material S1, Figures S2 and S3). Formant variability
and centering were more consistent across sessions, showing
significant correlations between the veridical and noisy ex-
posure phases (see Supplemental Material S1, Figures S3D
and S3E).

Discussion
In this study, we examined how individuals’ compen-

sation for unexpected formant perturbations was modulated
by exposure to unreliable auditory feedback. Our results
suggest tentative support for our hypothesis that unreliable
feedback affects sensorimotor gains. Exposure to small,
quasirandom formant perturbations (SD = 10 mels) was
& Parrell: Compensation After Exposure to Auditory Errors 2175
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Figure 3. Variability and centering across sessions. Data are drawn from unperturbed trials in the exposure phase. A,
B: Initial variability is similar between veridical (A) and noisy sessions (B). Participants are sorted by their variability in
the veridical session (A), and the same order is used in (A) and (B). C, D: Centering also shows a consistent magnitude
across veridical (C) and noisy sessions (D). Individuals who showed a significant change in variability are shown in yellow
(reduction in variability) or white (increase in variability). Participants are sorted by the magnitude of centering in the veridical
session (C), and the same order is used in (C) and (D). E, F: Initial variability and centering are not significantly correlated in
either the veridical (E) or noisy sessions (F).
associated with a small but significant decrease in the
magnitude of compensation for large downward F1 per-
turbations (125 mels) relative to a control session. This
decrease in compensation is consistent with domain-gen-
eral accounts of optimal sensory integration during sensori-
motor control, which predict a downweighting of sensory
feedback gains when that feedback is unreliable. Further-
more, compensation magnitude was smallest immediately
after the noisy exposure phase, compatible with a decrease in
error sensitivity that partially recovered over the course of
the test phase.

Although compensation is known to vary widely
across individuals (Cai et al., 2012; Parrell et al., 2017),
many suggested predictors of compensation magnitude are
taken to reflect stable individual differences. Our results
suggest that the magnitude of compensation in any given
instance may be less strongly influenced by stable features
of the sensorimotor system, such as sensory acuity or pro-
duction variability, than by more pliable aspects, such as
the history of experienced sensory errors or attentional state.
While converging evidence from multiple speech studies has
linked auditory acuity and responses to auditory feedback
errors (Martin et al., 2018; Villacorta et al., 2007), these
studies were largely based on sensorimotor adaptation, not
online compensation, and other similar studies have failed
2176 Journal of Speech, Language, and Hearing Research • Vol. 64 •
to find a correlation between these measures (Feng et al.,
2011). The current finding, that compensation can be mod-
ulated by externally manipulating sensory reliability, is
consistent with the idea that the history of sensory errors
drives changes in error sensitivity that, along with acuity,
contribute to compensation differences. A similar role for
error history has been invoked to explain various aspects
of sensorimotor learning in reaching movements (Herzfeld
et al., 2014). There is also evidence from pitch perturbation
studies that previous exposure to larger perturbations may
attenuate later compensatory responses (Scheerer & Jones,
2014). Separately, attention has also been shown to modu-
late the response of the sensorimotor system to perceived
errors, though typically attention has been shown to mod-
ify trial-to-trial learning, rather than feedback control spe-
cifically (Taylor & Thoroughman, 2007). There is limited
evidence that attentional load may also modulate compen-
satory responses to vocal pitch perturbations (Tumber et al.,
2014), though these results are not consistent (Hu et al.,
2015; Y. Liu et al., 2018).

Complementarily, although measures of baseline for-
mant variability and centering were relatively consistent
across sessions, reflecting stable individual differences in pro-
duction, we found little evidence that these measures signifi-
cantly predicted individual compensation. These results are
2169–2181 • June 2021
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Figure 4. Relationship between compensation and measures of production in the exposure phase. A–D: Relationships between compensation
to downward perturbations and centering (A and B) and initial variability (C and D). Data from the veridical session shown in (A) and (C); data
from the noisy session shown in (B) and (D). E–H: As in (A–D), showing compensation to upward perturbations. I–L: As in (A–D), showing
compensation averaged across upward and downward perturbations. Results are similar whether using initial or midpoint variability.
somewhat surprising given the hypothesized relationship
between the size of a speaker’s “acceptable” formant range
for a given vowel, for which variability is a proxy, and the
size of the corrective movement needed to keep productions
within that range (Tourville & Guenther, 2011). Further-
more, both compensation and centering have been hypothe-
sized to be driven by feedback-based corrections for auditory
errors, either externally imposed (in the case of compensa-
tion) or endogenous (in the case of centering; Niziolek et al.,
2013). The lack of any consistent relationship between center-
ing and compensation in our results suggests that these are not
perfectly parallel processes, and may be differently affected by
exposure to auditory perturbations, which cause an auditory-
somatosensory mismatch not experienced in natural speech.

However, there are a number of reasons why these re-
sults should be interpreted cautiously. First, the compensa-
tion measure itself is likely quite noisy. To date, there has
been little work to establish best practices in formant pertur-
bation experiments, and it is unknown how many trials are
needed to reliably estimate the magnitude of compensation
either within or across individuals. Strikingly, the standard
deviation of responses within individuals (16.8–62.2 mels,
when compensation is calculated separately for each trial)
Niziolek
is larger than the standard deviation of mean responses
across individuals (6.5 mels). This suggests that it may take
a very large number of trials to generate a reliable estimate
for any one individual. Consistent with this idea, we found
only a moderate correlation (r = .47, p = .002) between re-
sponses in the first and second half of the test phase in the
veridical condition (see Supplemental Material S1). In the cur-
rent study, we measured 40 responses to both upward and
downward perturbations, similar to the number of trials
in previous studies (Cai et al., 2012; Mollaei et al., 2016;
Niziolek & Guenther, 2013; Parrell et al., 2017; Reilly &
Dougherty, 2013; Tourville et al., 2008). While this number
of trials may reliably elicit compensatory responses at the
group level, it seems likely that this does not provide a large
enough sample to give a robust estimate of compensation
for a given individual, given the large intra-individual vari-
ance. Future studies should examine whether increasing the
number of trials leads to more stable measurements of com-
pensation, both within and across sessions.

Second, our results highlight the variability in outcomes
caused by seemingly minor decisions in data analysis. It is
not straightforward what the optimal methods are to quan-
tify compensation, which is a highly variable response both
& Parrell: Compensation After Exposure to Auditory Errors 2177
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within and across individuals. While we have attempted to
survey some of the possibilities in this article, including
methods for calculating individual responses and the effects
of different time windows, this should not be taken as an
exhaustive assessment. In particular, our analysis window
ended at 300 ms, due to the relatively short productions
elicited in our paradigm. It is possible that longer analysis
windows may provide measurements that are more stable
to changes in analysis methods. However, the advantage
of the current paradigm is that vowel durations are more
similar to those found in natural speech. It is not clear how
extending the duration of vowels beyond those normally
produced as speech may affect the compensatory response,
nor whether behavior observed in such a paradigm using
extended vowel production reflects the behavior of the sen-
sorimotor control system as it typically operates.

Limitations
Overall, we have provided evidence that compensa-

tion for external perturbations of vowel formants is reduced
by exposure to unreliable auditory feedback. However, the
strength of these findings is somewhat tempered by a few
limiting factors. First, while we did observe a robust re-
sponse to downward perturbations of F1, we observed no
group-level response to upward perturbations. Subsequently,
the hypothesized reduction in compensation was found only
for the downward F1 perturbations. This asymmetry was
unexpected given that most previous studies have shown rela-
tively symmetric effects, although at least one study has shown
different latencies, though not magnitudes, for responses to
upward and downward shifts of F1 for /ɛ/ (Tourville et al.,
2008). Some other studies have shown asymmetric responses
to perturbations of F2 (Cai et al., 2011) or vocal pitch
(Burnett et al., 1997; H. Liu & Larson, 2007; Sares et al.,
2018). Another study has shown an asymmetric response
to F1 perturbations when compensation was measured im-
mediately following another formant perturbation experiment,
though in this case, the response to downward perturbations
was attenuated (Parrell et al., 2017). Thus, the asymmetry may
be caused by previous exposure to auditory perturbations,
though why this should be the case is not clear. Separately,
the asymmetry may be due to differences in categorical
vowel boundaries. Previous work has shown that com-
pensatory responses are larger when they cause formant
feedback to cross a perceptual boundary between vowels
(Niziolek & Guenther, 2013). Our participants were all
recruited from the Madison, Wisconsin area, and thus may
produce a somewhat “raised” /æ/, with average F1 values
similar to or even lower than those for /ɛ/ (Hillenbrand et al.,
1995). This would create the situation where a lowered F1
would result in a categorical shift from /ɛ/ to /ɪ/, but a raised
F1 may not cross into any other vowel category. Relatedly,
the overall magnitude of compensation in the current study
was relatively small compared to previous studies. It is
possible this is related to the large number of exposure
trials in the current study, which may have caused some
fatigue. While we found no difference in the magnitude
2178 Journal of Speech, Language, and Hearing Research • Vol. 64 •
of compensation between the first and second halves of
the veridical test phase, participants had already produced
450 spoken trials in the exposure phase, leaving open the
possibility that their response had plateaued before the be-
ginning of the test phase. Future work should explore how
compensation may change over the course of many trials.

A second limitation is the relatively short vowels pro-
duced in the current study. While we only required partici-
pants to produce vowels somewhere between 250 and 500 ms
in duration, most participants produced vowels at the
shorter end of that range. Thus, many vowel productions
were shorter than 300 ms. This may have led to less accu-
rate estimates of compensation in the later range of our
analysis window (150–300 ms), as fewer trials contributed
to the average. Separately, vowel durations shorter than
300 ms mean that we were measuring not only the steady-
state portion of some vowels, but also including some of
the formant transitions into the word-final /d/. Since F1
lowers from /ɛ/ to /d/, this may have caused a bias in the
compensation values, which may also have potentially con-
tributed to the asymmetry seen in the responses. Future
work would benefit from increasing the minimum accept-
able duration when examining compensation for auditory
perturbations. However, this needs to be balanced with speech
naturalness, as it is not clear how production of overly ex-
tended vowels may differ from more typical speech motor
control.

Lastly, due to an error in our randomization code,
all participants participated in the noisy session first and
the veridical session second. While the effects of auditory
perturbations on speech are thought to be relatively tran-
sient, if exposure to auditory perturbations has long-lasting
effects on the speech motor system, this may have affected
the compensation in the veridical session. However, given
past studies involving multisession exposure to pitch per-
turbations (Behroozmand et al., 2020) or to formant adap-
tation paradigms (Scott et al., 2020), the likely direction of
such an order effect would be a decrease in compensation,
while our data showed a numerically larger compensatory
response in the veridical condition. There was also no rela-
tionship between the time between sessions and change in
compensation from the first to the second session (r = .12,
p = .47). Nonetheless, since the effects of repeating speech
compensation experiments across multiple sessions have
not been established, it is possible the larger response seen
in the veridical session was related to previous experience
with the experiment.

Conclusions
Our results provide some support for our initial hypoth-

esis that the sensitivity of the feedback control system in
speech production is reduced by repeated exposure to audi-
tory perturbations. This is consistent with theories of senso-
rimotor control that suggest sensory feedback should be
weighted according to an internal estimate of its reliabil-
ity. However, these results are tempered by the unexpected
asymmetry between responses to upward and downward
2169–2181 • June 2021
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formant perturbations, potential effects of session order,
and the inconsistency of compensatory responses across
analysis choices.
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Appendix

Magnitude of Compensation Across Measurement Methods
150–300 ms 200–300 ms

Average response By trial‡
Nonnormalized
(avg. response) Average response‡ By trial‡

Nonnormalized
(avg. response)

Compensation magnitude:
Model compensation~

direction ×
session +
(1 + direction
+ session |
participant)

compensation~
direction ×
session +
(1 + session |
participant)

compensation~
direction ×
session +
(1 + direction
+ session |
participant)

compensation~
direction ×
session +
(1 + direction |
participant)

compensation~
direction ×
session + (1 |
participant)

compensation~
direction ×
session +
(1 + direction
+ session |
participant)

Direction F(1,39) = 20.9,
p < .001

F(1, 78) = 1.7,
p = .19

F(1, 39) = 12.5,
p = .001

F(1, 39) = 23.1,
p < .0001

F(1, 117) = 14.6,
p < .001

F(1, 39) = 14.9,
p < .001

Session F(1, 39) = .7,
p = .42

F(1, 39) = .6,
p = .45

F(1, 39) = .07,
p = .80

F(1, 78) = .6,
p = .48

F(1, 117) = .3,
p = .56

F(1, 39) = .05,
p = .83

Direction × Session F(1, 39) = 4.6,
p = .037

F(1, 78) = 1.8,
p = .18

F(1, 39) = 2.2,
p = .15

F(1, 78) = 6.0,
p = .017

F(1, 117) = 1.8,
p = .18

F(1, 39) = 3.6,
p = .06

Correlation between compensation and centering
Veridical average r = –.29, p = .07 r = –.30, p = .06 r = –.18, p = .26 r = –.26, p = .10 r = –.25, p = .12 r = –.15, p = .35
Veridical down r = –.32, p = .046 r = –.33, p = .04 r = –.13, p = .42 r = –.27, p = .10 r = –.24, p = .13 r = –.10, p = .54
Veridical up r = –.18, p = .27 r = –.20, p = .22 r = –.18, p = .28 r = –.16, p = .33 r = –.16, p = .31 r = –.14, p = .37
Noisy average r = –.11, p = .52 r = –.12, p = .47 r = –.08, p = .64 r = –.08, p = .60 r = –.09, p = .56 r = –.07, p = .69
Noisy down r = –.03, p = .83 r = –.05, p = .76 r = –.01, p = .94 r = .00, p = .99 r = –.03, p = .86 r = .01, p = .95
Noisy up r = –.14, p = .40 r = –.12, p = .48 r = –.12, p = .45 r = –.15, p = .38 r = –.09, p = .58 r = –.11, p = .49

Correlation between compensation and initial variability
Veridical average r = –.09, p = .60 r = –.02, p = .88 r = –.04, p = .83 r = –.12, p = .47 r = –.06, p = .71 r = –.09, p = .59
Veridical down r = –.05, p = .75 r = –.11, p = .49 r = –.08, p = .62 r = –.04, p = .81 r = –.10, p = .56 r = –.06, p = .70
Veridical up r = –.08, p = .63 r = .03, p = .84 r = .00, p = .99 r = –.12, p = .45 r = –.03, p = .88 r = –.08, p = .64
Noisy average r = –.10, p = .52 r = –.18, p = .26 r = –.12, p = .45 r = –.09, p = .58 r = –.21, p = .20 r = –.07, p = .67
Noisy down r = –.04, p = .83 r = –.10, p = .55 r = .07, p = .69 r = –.04, p = .83 r = –.13, p = .43 r = .08, p = .62
Noisy up r = –.13, p = .41 r = –.17, p = .31 r = –.24, p = .14 r = –.11, p = .50 r = –.16, p = .32 r = –.20, p = .23

Note. For the analyses of compensation magnitude, models with random slopes for each factor failed to converge or provided singular fits
for some models. Reduced models were used in those cases, which increases the degrees of freedom of the F statistic. The final models
used can be found in the table below. Cases where models with full random slopes failed to converge are indicated with a ‡. The estimated
degrees of freedom for these models are larger than for the full models.
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